
SLANG Lab @ UMass NLP 
Socio-statistical Language Analysis 
Natural language processing and 
computational social science
slanglab.cs.umass.edu nlp.cs.umass.edu
Candidate Friday, March 2022

Brendan 
O’Connor

Su Lin Blodgett 
(→MSR)

Abe Handler 
(→CU Boulder)

Katie Keith 
(→AI2, Williams)

  Talk to my PhD 
  students! →

• Many other projects, too!

• Computational linguistics of African-American English 
(w/ Kristine Yu, Lisa Green, Linguistics)

• Misinformation tracking regarding Asian-American 
and Latin communities (FACT-CHAMP; w/ Jonathan Ong, 
Communications)

• Corpus statistical inference: categories, entities, 
syntactic dependencies, events

• Subjective knowledge and viewpoint modeling 

• Crowdsourced coreference (w/ Mohit Iyyer, CS)

• Visualizing news corpora (w/ Narges Mahyar, CS)
256

16

–16

–256

0

(1)
(2)

(3)

(1) (2) (3)

(A) (B) (C)

Figure 3: Illustration of uncertainty due to the Laplace mechanism, on taxi frequency data from northeast Beijing
(Section 3.4). (A) Original data. (B) Noisy output, which preserves some structures but introduces spurious phenomena.
(C) For three selected cells, original data values (red triangles), noisy versions (blue dots), and 95% confidence intervals
(vertical lines). Cell (2) has a negative valued output, and the comparison between cells (2) and (3) has a sign error.

count, it is straightforward to impose a threshold on the
probability that two di↵erent noisy counts reflect a true dif-
ference in the underlying data. Then, to obey the above
principle, we seek a color mapping in which di↵erences that
do not meet the distinguishability standard are mapped to
imperceptible color di↵erences.

Overall, for visualizing uncertainty, we hope to benefit
from the fact that the error in estimates is coming from a
well understood process (the privacy mechanism). Yet for
some state-of-the-art algorithms, reliable error bounds are
hard to establish because these algorithms adapt the noise
distribution to the data. While it is possible to release noisy
measure of error, this adds an additional level of uncertainty
that must be reconciled.

3.5 Visualization for exploration
The previous challenges are faced when producing a single

static plot. A range of additional challenges will be faced in
supporting interactive data exploration while satisfying dif-
ferential privacy. Data exploration is an iterative process
in which a sequence of visualizations must be produced pri-
vately from the data. Multiple views of the data will tend to
consume the privacy budget and require increased noise. In
addition, users may begin exploring data with only a vague
idea of what interests them, making ine↵ective the algo-
rithmic techniques which specialize the output to a known
workload.
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Figure 6: Deletion rates by province (darker = higher rates of deletion). This map visualizes the results shown in
Table 4.

We restrict attention to words appearing in at least 50 messages in our 1.3 million message sample. For messages
originating in Beijing, outside China, Qinghai, and Tibet, we present the top three terms overall, and the top politically
sensitive terms in each region along with their PMI rank.

• Beijing: (1)�ÙË (Xizhimen neighborhood of Beijing); (2)�¨ (Wangjing neighborhood of Beijing); (3)
fi¨ (to return to the capital)
. (410)ì|õ (Senkaku/Diaoyu Islands)

• Outside China: (1)⇢&⇢ (Toronto); (2)®, (Melbourne); (3)<l (foreigner [Cantonese])
. (632)�� (to blockade/to seal off); (698)∫C (human rights)

• Qinghai: (1)�Å (Xining [capital of Qinghai]); (2)◆% (special trade/monopoly); (3))4 (divine retribu-
tion).
. (331)Ï¡ (dictatorship); (803)æVá� (Dalai Lama)

• Tibet: (1)…( (Lhasa [capital of Tibet]); (2)∆-% (concentration camp); (3)1< (despicable)
. (50)æVá� (Dalai Lama); (108)Î≥ (to persecute)

Here the most characteristic terms in each province naturally tend to be locations within each area; while politically
sensitive terms have weaker correlations with each region (e.g., the first known politically sensitive term in Beijing
has only the 410th highest PMI), we do note the mention of the Dalai Lama in both Tibet and Qinghai, persecution in
Tibet, and human rights as a general concern primarily outside China.

9 Conclusion

Chinese microblogging sites like Sina Weibo, Tencent, Sohu and others have the potential to change the face of
censorship in China by requiring censors to police the content of over 200 million producers of information. In this
large-scale analysis of deletion practices in Chinese social media, we showed that what has been suggested anecdotally
by individual reports is also true on a large scale: there exists a certain set of terms whose presence in a message leads to
a higher likelihood for that message’s deletion. While a direct analysis of term deletion rates over all messages reveals
a mix of spam, politically sensitive terms, and terms whose sensitivity is shaped by current events, a comparative
analysis of term frequencies on Twitter vs. Sina provides a method for identifying suppressed political terms that are
currently salient in global public discourse. By revealing the variation that occurs in censorship both in response to
current events and in different geographical areas, this work has the potential to actively monitor the state of social
media censorship in China as it dynamically changes over time.

of focusing on improving an NLP pipeline, we can
pass uncertainty on to exploratory purposes, and
try to highlight to a user where the NLP system
may be wrong, or where it can only imprecisely
specify a quantity of interest.

Finally, calibration can help error analysis. For
a calibrated model, the more uncertain a predic-
tion is, the more likely it is to be erroneous. While
coreference errors comprise only one part of event
extraction errors (alongside issues in parse qual-
ity, factivity, semantic roles, etc.), we can look at
highly uncertain event predictions to understand
the nature of coreference errors relative to our
task. We manually analyzed documents with a
50% probability to contain an “attack”ing country-
affiliated entity, and found difficult coreference
cases.

In one article from late 1990, an “attack” event
for IRQ is extracted from the sentence “But some
political leaders said that they feared that Mr. Hus-
sein might attack Saudi Arabia”. The mention
“Mr. Hussein” is classified as IRQ only when it
is coreferent with a previous mention “President
Saddam Hussein of Iraq”; this occurs only 50%
of the time, since in some posterior samples the
coreference system split apart these two “Hussein”
mentions. This particular document is addition-
ally difficult, since it includes the names of more
than 10 countries (e.g. United States, Saudi Ara-
bia, Egypt), and some of the Hussein mentions are
even clustered with presidents of other countries
(such as “President Bush”), presumably because
they share the “president” title. These types of er-
rors are a major issue for a political analysis task;
further analysis could assess their prevalence and
how to address them in future work.

7 Conclusion

In this work, we argue that the calibration of pos-
terior predictions is a desirable property of prob-
abilistic NLP models, and that it can be directly
evaluated. We also demonstrate a use case of
having calibrated uncertainty: its propagation into
downstream exploratory analysis.

Our posterior simulation approach for ex-
ploratory and error analysis relates to posterior
predictive checking (Gelman et al., 2013), which
analyzes a posterior to test model assumptions;
Mimno and Blei (2011) apply it to a topic model.

One avenue of future work is to investigate
more effective nonparametric regression methods
to better estimate and visualize calibration error,
such as Gaussian processes or bootstrapped kernel
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Figure 6: Number of documents with an “attack”ing coun-
try per 3-month period, and coreference posterior uncertainty
for that quantity. The dark line is the posterior mean, and
the shaded region is the 95% posterior credible interval. See
appendix for more examples.

density estimation.
Another important question is: what types of in-

ferences are facilitated by correct calibration? In-
tuitively, we think that overconfidence will lead
to overly narrow confidence intervals; but in what
sense are confidence intervals “good” when cal-
ibration is perfect? Also, does calibration help
joint inference in NLP pipelines? It may also assist
calculations that rely on expectations, such as in-
ference methods like minimum Bayes risk decod-
ing, or learning methods like EM, since calibrated
predictions imply that calculated expectations are
statistically unbiased (though the implications of
this fact may be subtle). Finally, it may be in-
teresting to pursue recalibration methods, which
readjust a non-calibrated model’s predictions to
be calibrated; recalibration methods have been de-
veloped for binary (Platt, 1999; Niculescu-Mizil
and Caruana, 2005) and multiclass (Zadrozny and
Elkan, 2002) classification settings, but we are
unaware of methods appropriate for the highly
structured outputs typical in linguistic analysis.
Another approach might be to directly constrain
CalibErr = 0 during training, or try to reduce it
as a training-time risk minimization or cost objec-
tive (Smith and Eisner, 2006; Gimpel and Smith,
2010; Stoyanov et al., 2011; Brümmer and Dod-
dington, 2013).

Calibration is an interesting and important prop-
erty of NLP models. Further work is necessary to
address these and many other questions.

lence estimates.2 However, there is relatively lit-
tle understanding to what extent the quality of
the document-level model impacts prevalence es-
timates. Imperfect classifier accuracy ought to be
reflected in uncertainty over the predicted preva-
lence.

In this work, we tackle both of these challenges
simultaneously, using a generative probabilistic
modeling approach to prevalence estimation. This
model directly parameterizes and conducts infer-
ence for the unknown prevalence, naturally ac-
commodating shifts between training and testing,
and also allows us to infer confidence intervals
for the prevalence. We show that our best model
can be seen as an implicit likelihood generative
re-interpretation of an off-the-shelf discriminative
classifier (§4.2); this unifies it with previous work,
and also is easy for a practitioner to apply.

We additionally review several types of class
prevalence estimators from the literature (§3), and
conduct a robust empirical evaluation on senti-
ment analysis over hundreds of document groups,
illustrating the methods’ biases and robustness to
class prior shift between training and testing. Our
method provides better confidence interval cover-
age and is more robust to class prior shift than pre-
vious methods, and is substantially more accurate
than an algorithm in widespread use in political
science.

2 Problem definition

We consider two prevalence estimation problems:
(1) point prediction and (2) confidence interval
prediction. In this work, we are most interested in
supervised learning for discrete-valued document
labels, with access to a small to moderate number
(e.g. around 1000) of labeled documents with text
x and label y: (xi, yi) 2 Dtrain. We restrict at-
tention to binary-valued labels y 2 {0, 1}. At test
time, there are one or more groups of unlabeled
test documents, D(1), · · · , D(G); for example, one
group might be a set of tweets sent during a cer-
tain month, or a set of online reviews associated
with a particular product. For each group D, let
✓⇤ ⌘ (1/n)

Pn
i yi be the true proportion of posi-

tive labels (where n = |D|).
The prevalence point prediction problem is to

take an unlabeled document group D as input and

2For example, Bissias et al. find a relative mean absolute
error of less than 0.01 when the individual classifier has ROC
AUC of 0.91.

Figure 1: Example posterior distributions with
MAP prevalence estimates, ✓̂ (solid line) and the
true prevalence, ✓⇤ (dashed line). A desirable
property is that confidence intervals, technically
Bayesian credible intervals, (shaded regions) will
be wider for more uncertain models. For exam-
ple, the wider CI on the right (green) contains ✓⇤

whereas the narrower CI interval on the left (red)
does not.

infer an estimated ✓̂ 2 [0, 1]. Ideally, this point
estimate should be close to the true prevalence ✓⇤;
we evaluate this by mean absolute error.

In this work, we are the first (that we know of)
to introduce the question of uncertainty in preva-
lence estimation. Since document classifiers are
typically far from perfectly accurate, we should
expect substantial error in prevalence prediction,
and inference methods should quantify such un-
certainty. We formalize this as a prevalence con-
fidence interval (CI) inference, which takes as in-
put a desired nominal coverage level (1 � ↵), and
predicts a real-valued interval [✓̂lo, ✓̂hi] ✓ [0, 1].
Ideally, a CI prediction algorithm should have fre-
quentist coverage semantics: over a large number
of test groups,3 (1�↵)% of the predicted intervals
ought to contain the true value ✓⇤. If the problem is
hard—for example, the relationship between doc-
ument features and the label is not captured well
by the model—the CI should be wide. We em-
pirically evaluate coverage of CI-aware prevalence
inference models. See Fig. 1 for an intuitive exam-
ple.

3 Review and baselines: Discriminative

individual classification aggregation

The most straightforward baseline approach to
prevalence estimation is to build on discrimina-
tive, supervised learning for individual-level la-
bels, such as binary logistic regression with bag-
of-words features, randomized feature hashing

3Or in fact, across many experiments in which the model
or algorithm is applied (Wasserman, 2011).
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Abstract

Dependency parsing research, which has made
significant gains in recent years, typically fo-
cuses on improving the accuracy of single-
tree predictions. However, ambiguity is inher-
ent to natural language syntax, and communi-
cating such ambiguity is important for error
analysis and better-informed downstream ap-
plications. In this work, we propose a tran-
sition sampling algorithm to sample from the
full joint distribution of parse trees defined by
a transition-based parsing model, and demon-
strate the use of the samples in probabilistic
dependency analysis. First, we define the new
task of dependency path prediction, inferring
syntactic substructures over part of a sentence,
and provide the first analysis of performance
on this task. Second, we demonstrate the use-
fulness of our Monte Carlo syntax marginal
method for parser error analysis and calibra-
tion. Finally, we use this method to propa-
gate parse uncertainty to two downstream in-
formation extraction applications: identifying
persons killed by police and semantic role as-
signment.1

1 Introduction

Dependency parsers typically predict a single tree
for a sentence to be used in downstream applica-
tions, and most work on dependency parsers seeks
to improve accuracy of such single-tree predic-
tions. Despite tremendous gains in the last few
decades of parsing research, accuracy is far from
perfect—but perfect accuracy may be impossible
since syntax models by themselves do not incorpo-
rate the discourse, pragmatic, or world knowledge
necessary to resolve many ambiguities.

In fact, although relatively unexamined, sub-
stantial ambiguity already exists within commonly
used discriminative probabilistic parsing models,

1Supporting code available at https://github.com/slanglab/
transition sampler

Figure 1: Example of a sentence with inherent ambigu-
ity. Top: output from a greedy parser. Bottom: edge
marginal probabilities from 100 samples in parenthe-
ses.

which define a parse forest—a probability distri-
bution p(y | x) over possible dependency trees
y 2 Y(x) for an input sentence x.

For example, the top of Figure 1 shows the pre-
dicted parse y

(greedy) from such a parser (Chen
and Manning, 2014), which resolves a preposi-
tional (PP) attachment ambiguity in one manner;
this prediction was selected by a standard greedy
transition-based algorithm (§2.1). However, the
bottom of Figure 1 shows marginal probabilities
of individual (relation, governor, child) edges un-
der this same model. These denote our estimated
probabilities, across all possible parse structures,
that a pair of words are connected with a particu-
lar relation (§2.4). For example, the two different
PP attachment readings both exist within this parse
forest with marginal probabilities

p( nmod(saw2, telescope7) | x) = 0.72 (1)
p( nmod(man4, telescope7) | x) = 0.28, (2)

where (1) implies she used a telescope to see the
man, and (2) implies she saw a man who had a
telescope.

These types of irreducible syntactic ambiguities
exist and should be taken into consideration when
analyzing syntactic information; for instance, one
could transmit multiple samples (Finkel et al.,
2006) or confidence scores (Bunescu, 2008) over
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Disparate error rates

• Unreliable partial compliance 
between local agencies and federal 
government
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[Banks et al. 2015 (BJS/DOJ),
Lum and Ball 2015 (HRDAG, external)]

• Uncertain future for DOJ 
programs?

• [Compare:  National Justice 
Database’s voluntary participation 
approach; Center for Policing 
Equity, John Jay College]
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Assessment of Coverage in the  
Arrest-Related Deaths Program

Duren Banks, Ph.D. and Lance Couzens, RTI International  
Michael Planty, Ph.D., Bureau of Justice Statistics

Executive summary
A!er the passage of the Death in Custody Reporting Act 
(DICRA) of 2000 (P.L. 106-297), the Bureau of Justice 
Statistics (BJS) began collecting data on deaths that occurred 
in the process of arrest. Provisions in the 2000 DICRA 
called for collecting all deaths occurring within the process 
of arrest in any state, county, or local law enforcement 
agency nationwide. From 2003 through 2009, BJS obtained 
reports on 4,813 such deaths through its Arrest-Related 
Deaths (ARD) program. About 3 in 5 of these deaths 
(2,931) were classi"ed as homicides by law enforcement 
personnel. #e remaining 2 in 5 deaths were attributed to 
other manners, including suicide (11%), intoxication deaths 
(11%), accidental injury (6%), and natural causes (5%).1 
In three-quarters (75%) of homicides by law enforcement 
personnel, the underlying o$ense of arrest was a violent 
o$ense. No criminal charges were intended in less than 2% 
of these incidents.

To assess the completeness of the ARD data that BJS 
received, in 2013 BJS undertook a technical review of the 
ARD program’s methodology and an assessment of the 
program’s coverage of all arrest-related deaths in the United 
States. #e methodology review examined the variation 
in states’ approaches to identifying and con"rming arrest-
related deaths. #e assessment of coverage focused on 
determining whether BJS received all arrest-related deaths 
that occurred or only a portion of them. #e primary focus 
of the assessment of coverage was on homicides by law 
enforcement o%cers.

#e analysis showed that the ARD program obtained fewer 
law enforcement homicide deaths than expected, based on 
the methodology used to estimate the expected number of 

1Arrest-Related Deaths, 2003–2009 - Statistical Tables (NCJ 235385, BJS 
web, November 2011).
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FIGURE 1
Estimated number of law enforcement homicides 
and percent not reported, by data source, 2003–2009 
and 2011

Source: Bureau of Justice Statistics, Arrest-Related Deaths (ARD) program, 
2003–2009 and 2011; and FBI, Supplementary Homicide Reports (SHR), 
2003–2009 and 2011.

law enforcement homicides. It also showed that the data BJS 
used for comparison purposes—the FBI’s Supplementary 
Homicide Reports (SHR)—also reported fewer justi"able 
homicides than expected.2 In total, the BJS ARD program 
data and the SHR data each identi"ed about half of the 
expected number of homicides by law enforcement o%cers 
during the period from 2003 through 2009 and 2011 
(!gure 1). #e ARD program captured approximately 49% 
of these homicides, while the SHR captured 46%. More than 
a quarter (28%) of law enforcement homicides in the United 
States were not captured by either system. #e analysis 

2Arrest-related Deaths Program Assessment: Technical Report (NCJ 248543, 
BJS web, March 2015). 
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